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Abstract

Validation is a crucial aspect of any quantitative structure–activity relationship (QSAR) modeling. This paper examines one of the most popular validation criteria, leave-one-out cross-validated $R^2$ ($LOO q^2$). Often, a high value of this statistical characteristic ($q^2 > 0.5$) is considered as a proof of the high predictive ability of the model. In this paper, we show that this assumption is generally incorrect. In the case of 3D QSAR, the lack of the correlation between the high $LOO q^2$ and the high predictive ability of a QSAR model has been established earlier [Pharm. Acta Helv. 70 (1995) 149; J. Chemomet. 10 (1996) 95; J. Med. Chem. 41 (1998) 2553]. In this paper, we use two-dimensional (2D) molecular descriptors and $k$ nearest neighbors ($k$NN) QSAR method for the analysis of several datasets. No correlation between the values of $q^2$ for the training set and predictive ability for the test set was found for any of the datasets. Thus, the high value of $LOO q^2$ appears to be the necessary but not the sufficient condition for the model to have a high predictive power. We argue that this is the general property of QSAR models developed using LOO cross-validation. We emphasize that the external validation is the only way to establish a reliable QSAR model. We formulate a set of criteria for evaluation of predictive ability of QSAR models. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction

Rapid development of combinatorial chemistry and high throughput screening methods in recent years has significantly increased a bulk of experimental structure-activity relationship (SAR) datasets. These developments have emphasized a need for reliable analytical methods for biological SAR data examination such as quantitative SAR (QSAR). QSAR has been traditionally perceived as a means of establishing correlations between trends in chemical structure modifications and respective changes of biological activity [1]. However, in many cases of chemical library design, the number of compounds that could be practically synthesized and tested is much smaller than the total size of exhaustive virtual chemical libraries. There is a need for developing virtual library screening tools, and QSAR modeling can be adapted to the task of targeted library design [2–4]. Of course, any QSAR modeling should ultimately lead to statistically robust models capable of making accurate and reliable predictions of biological activities of compounds. However, the application of QSAR models for virtual screening places a special emphasis on statistical significance and predictive ability of these models as their most crucial characteristics. This paper examines the validity of one of the most popular criteria of QSAR model predictive ability, leave-one-out cross-validated $R^2$ ($LOO q^2$).

The process of QSAR model development can be generally divided into three stages: data preparation, data analysis, and model validation. The first stage includes selection of a molecular dataset for QSAR studies, calculation of molecular descriptors, and selection of a QSAR (statistical analysis and correlation) method. These steps represent a standard practice of any QSAR modeling, and their specific details are generally determined by the researchers’ interests and software availability.

The second part of QSAR model development consists of an application of statistical approaches for QSAR model development. Many different algorithms and computer software are available for this purpose. Most are based on linear (multiple linear) regression with variable selection [5], partial least squares (PLS) [6], etc. as well as non-linear (genetic algorithms [7], artificial neural networks [8], etc.) methods. In all approaches, descriptors serve as independent variables, and biological activities as dependent variables. The last and as we emphasize in this paper, most important part of QSAR model development is the model validation. Most of the QSAR modeling methods implement the leave-one-out (or leave-some-out) cross-validation procedure. The outcome from the cross-validation procedure is
cross-validated $R^2$ ($q^2$), which is used as a criterion of both robustness and predictive ability of the model. Many authors consider high $q^2$ (for instance, $q^2 > 0.5$) as an indicator or even as the ultimate proof that the model is highly predictive. A widely used approach to establish the model robustness is so-called $y$-randomization (randomization of response, e.g. biological activities) [9]. It consists of repeating the calculation procedure with randomized activities and subsequent probability assessment of the resultant statistics. Often, it is used along with cross-validation. Sometimes, models are tested for their ability to predict accurately the activity of one or two compounds that were not used in model development (see, for instance [10,11]). However, it is still common not to test QSAR models (characterized by a reasonable high $q^2$) for their ability to predict accurately biological activities of compounds from an external test dataset, i.e. those compounds, which were not used for the model development.

Although, the low value of $q^2$ for the training set can indeed serve as an indicator of a low predictive ability of a model, the opposite is not necessarily true. Indeed, the high $q^2$ does not imply automatically a high predictive ability of the model. In order to both develop the model and validate it, one needs to split the whole available dataset into the training and test set. Several methods can be used for this purpose. They include random selection, selection by groups of compounds where the whole group is included into a training or a test set, selection of training set compounds with major features varying in a systematic way, etc. [12]. Not all of these methods produce sufficiently reliable models. In fact, the lack of correlation between the high value of the training set $q^2$ and the high predictive ability of a QSAR model has been noticed earlier in the case of 3D QSAR [13–15]. These studies indicated that while high $q^2$ is the necessary condition for a model to have a high predictive power, it is not a sufficient condition. Apparently, the only way to estimate the true predictive power of a model is to test it on a sufficiently large collection of compounds from an external test set.

In this paper, using several published datasets for the analysis, we argue that the external validation is an absolute requirement for the development of a truly predictive QSAR model. As the first example, we consider a well-known “ideal” QSAR model and formulate a set of criteria for a reliable QSAR model based on its closeness to the “ideal” model.

2. Methods

2.1. Descriptors

The following Molconn-Z [21] descriptors were used to develop QSAR models: simple and valence path, cluster, path/cluster and chain molecular connectivity indices [22–24], kappa molecular shape indices [25,26], topological [27] and electrotopological state indices [28–31], differential connectivity indices [32], graph’s radius and diameter [33], Wiener [34] and Platt [35] indices, Shannon [36] and Bonchev et al. [37] information indices, counts of different vertices [21], counts of paths and edges between different kinds of vertices [21]. Since datasets considered in this paper contained chiral molecules, chirality descriptors developed recently [38] were added to the Molconn-Z [21] descriptors. The chirality descriptors [38] included modified Zagreb group indices [39], molecular connectivity indices [22–24], extended connectivity indices [40] and overall connectivity indices [41,42].

In each case, descriptors were scaled according to the following formula:

$$X^*_j = \frac{X_j - X_{j,min}}{X_{j,max} - X_{j,min}}$$

where $X_j$ and $X^*_j$ are the non-scaled and scaled $j$th descriptor values for compound $i$, respectively, and $X_{j,max}$ and $X_{j,min}$ are the minimum and maximum values for $j$th descriptor, respectively. Thus, for all descriptors, $\min(X^*_j) = 0$ and $\max(X^*_j) = 1$.
2.2 kNN QSAR

kNN variable selection QSAR method developed in this laboratory earlier [18] was used to build QSAR models for all datasets. kNN QSAR optimizes the descriptor selection to achieve a model with the highest LOO $q^2$ as follows.

To initiate the procedure, the following input should be provided:

- the number of variables (descriptors) $D$ to be selected from the whole set of descriptors for the final best model;
- the maximum number $k$ of nearest neighbors;
- the number of descriptors $M$ to be changed at each step of the stochastic descriptor sampling procedure that utilizes simulation annealing;
- the starting $T_{\text{max}}$ and ending $T_{\text{min}}$ of the simulation annealing parameter, “temperature”; $T$, and the factor $d < 1$ to decrease $T$ ($T_{\text{next}} = d T_{\text{previous}}$) at each step;
- the number of times $N$ the calculations must be performed before lowering $T$, if $q^2$ is not improved.

In all calculations reported in this work, $k = 5$, $T_{\text{max}} = 100$, $T_{\text{min}} = 10^{-9}$, $d = 0.9$, and $M = 3$. $D$ was varied from 10 to 40 with step 2.

In the LOO cross-validation procedure, every compound was eliminated from the dataset once and its activity was then predicted as a weighted average of the activities of its nearest neighbors using the following formula:

$$q = \frac{1}{D} \sum_{\text{nearest neighbors}} \exp (-d_i),$$

where $d_i$ are the distances between this compound and its kNN. LOO $q^2$ was calculated according to the following expression:

$$q^2 = 1 - \frac{\sum (y_i - \bar{y})^2}{\sum (\bar{y} - \bar{y})^2},$$

where $y_i$ are the actual activities, $\bar{y}$ are defined by Eq. (1), and $\bar{y}$ the average activity. The summation in Eq. (2) is performed over all compounds. The following algorithm was used to derive QSAR models for the examples considered in this paper.

1. Set $T = T_{\text{max}}$.
2. Select randomly a subset of $D$ descriptors.
3. For each compound, predict its activity using Eq. (1).
4. Select the number of nearest neighbors, which gives the highest $q^2$ (Eq. (2)).
5. Exchange $M \ll D$ descriptors for the same number of descriptors selected randomly out of all descriptors.
6. Perform steps 3 and 4 for the new descriptor set defined in step 5.
7. If the new $q^2$ ($q^2_{\text{new}}$) is higher than the previous one ($q^2_{\text{old}}$), accept the new set of descriptors and go to step 5. Otherwise, accept it with the probability $P = \exp (-(q^2_{\text{old}} - q^2_{\text{new}})/T)$ and go to step 5, or reject it with the probability $(1 - P)$, and go to step 8.
8. If $q^2$ did not change after step 5 has been performed $N$ times for current $T$, and if $T > T_{\text{min}}$, decrease $T$ and go to step 5, and if $T < T_{\text{min}}$ stop. If step 5 has been performed less than $N$ times for the current $q^2$, go to step 5.

Thus, the output from the procedure is a QSAR model, which is characterized by the set of $D$ descriptors selected, the number $k$ of nearest neighbors, and the value of $q^2$.

The activities for the test set compounds are predicted based on selected training set model as follows.

1. For each compound of the test set, find its closest $k$ nearest neighbors using the value of $k$ and descriptors selected by the underlying kNN QSAR model.
2. Predict activities of compounds from the test set using Eq. (1).

2.3 Estimation of the predictive ability of a QSAR model

Let us first define quantitative criteria of a predictive QSAR model. Let $\tilde{y}$ and $y$ be the predicted and actual activities, respectively. If we plot $y$ versus $\tilde{y}$ for the ideal QSAR model, the regression line will bisect the angle formed by positive directions of the orthogonal axes $\bar{y}$ and $\bar{y}$. The regression line can be described by expression $y' = a\tilde{y} + b$, where [43]

$$a = \frac{\sum(y_i - \bar{y})(\tilde{y}_i - \bar{\tilde{y}})}{\sum(\tilde{y}_i - \bar{\tilde{y}})^2},$$

$$b = \bar{y} - a\bar{\tilde{y}}.$$

In Eqs. (3a) and (3b), $\bar{\tilde{y}}$ and $\bar{y}$ are the average values of the predicted and observed activities, respectively, and the summations in this and all the following equations are over all $n$ compounds of the test set.

For the ideal model, the slope $a$ is equal to 1, intercept $b$ is equal to 0, and correlation coefficient:

$$R = \frac{\sum(y_i - \bar{y})(\tilde{y}_i - \bar{\tilde{y}})}{\sqrt{\sum(y_i - \bar{y})^2 \sum(\tilde{y}_i - \bar{\tilde{y}})^2}},$$

for the regression of $\tilde{y}$ versus $y$ is equal to 1. A real QSAR model may have a high predictive ability, if it is close to the ideal one. This may imply that the correlation coefficient $R$ between the actual $y$ and predicted $\tilde{y}$ activities must be close to 1 and regressions of $y$ against $\tilde{y}$ or $\tilde{y}$ against $y$ through the origin, i.e. $y' = k\tilde{y}$ and $\tilde{y}' = k'y$, respectively, should be characterized by at least either $k$ or $k'$ close to 1. Slopes $k$ and $k'$ are calculated as follows:

$$k = \frac{\sum y_i \tilde{y}_i}{\sum \tilde{y}_i^2},$$

$$k' = \frac{\sum \tilde{y}_i y_i}{\sum y_i^2}.$$
Plotting both $y$ against $\tilde{y}$ and $\tilde{y}$ against $y$ may appear redundant; however, we shall see that these plots could be characterized by different statistics.

We shall show now that the criteria formulated above may not be sufficient for a QSAR model to be truly predictive. Fig. 1 examines a case when the correlation between the actual activities and those predicted by a QSAR model for an external test set is characterized by different statistics.

Fig. 1. An example of a regression between observed vs. predicted (a) and predicted vs. observed (b) activities for compounds from an external test set. Despite high $R^2$ value and both $k$ and $k'$ (cf. text) close to 1, the model is not highly predictive, because the regressions through the origin defined by $y' = a'y + b'$ and $\tilde{y}' = a'y + b'$ are not close to the optimal regressions $y' = a'y + b$ and $\tilde{y}' = a'y + b$. Note that $R^2_y$ and $R^2_{\tilde{y}}$ are substantially different from each other.

Closeness of $R$ and $R'$ to 1, $R^2$ to either $R^2_y$ or $R^2_{\tilde{y}}$ and the corresponding slope $k$ or $k'$ to 1, guarantee that $a$ and $a'$ are sufficiently close to 1, and no additional condition is necessary.

Residual variance (or residual mean square error) are calculated as follows:

$$\hat{\sigma}^2 = \frac{\sum (y - \hat{y})^2}{n-2},$$

and $F$-ratio is calculated according to the formula

$$F = \frac{\hat{\sigma}^2_y}{\hat{\sigma}^2_{\tilde{y}}},$$

where $\hat{\sigma}^2_y$ and $\hat{\sigma}^2_{\tilde{y}}$ correspond to the equation of regression $y' = a'y + b'$ and $\tilde{y}' = a'y + b'$, respectively.

In most publications where $F$-ratio is calculated, authors assume that the higher $F$-value, the better is the model. This assumption is correct, if $F$-values with the same numbers of degrees of freedom are compared. For simple regression, the degrees of freedom have values of 1 and $n-2$ [43]. Most authors do not mention that $F$-ratio is used in hypothesis testing. Briefly, null hypothesis $H_0$ assumes that the model does not predict better than the average activity value. $H_1$ hypothesis is based on the opposite assumption. Usually $H_0$ is accepted or rejected with a certain significance level $\alpha$, that means that the probability of $H_1$ being true or false is at least $\alpha$. Typically, the significance level of 0.05 or 0.01 is used. To find, whether $H_0$ can be accepted with a certain significance level, $F$-distribution function is used. If $F$-ratio appears to be higher than the corresponding value of $F$-distribution function for given degrees of freedom, $H_1$ is
273

Fig. 2. QSAR modeling of Cramer’s steroids [16]. (a) Predictive $R^2$ vs. $q^2$ for the models with $q^2 > 0.5$ for the same training and test sets. (b) Observed vs. predicted affinity to corticosteroid binding globulin by the best model obtained using compounds 1–21 as the training set and validated using compounds 22–31 as the test set. (c) Predictive $R^2$ vs. $q^2$ for the models with $q^2 > 0.5$ for the same training and test sets. (d) Observed vs. predicted affinity to corticosteroid binding globulin by the best model built using compounds 1–12 and 23–31 as the training set and validated using compounds 13–22 as the test sets.

accepted otherwise it is rejected [43]. Alternative approach is to find the boundary significance level $\alpha$ between $H_1$ and $H_0$. This boundary significance level can serve as an additional parameter of predictive power of a QSAR model. To find the boundary significance level $\alpha$, the following equation must be solved:

$$F_{1,n-2\alpha} = F,$$

where $F_{1,n-2\alpha}$ is the $F$-distribution function with 1 and $n-2$ degrees of freedom. The higher the $\alpha$, the better is the model.

We used the MATLAB [44] fcdf function to obtain $\alpha$-values for our models. Since, $\alpha$ is very close to 1 for good models, $P$-values were used instead; $P$-value is defined as $1 - \alpha$.

For each example, the variable selection/optimization procedure described above was performed 10 times for each value of the descriptor subset $D$. Thus, for each experimental dataset, 160 QSAR models were built. Models were considered acceptable, if they satisfied all of the following conditions: $q^2 > 0.5$, $R^2 > 0.6$, $R_0^2$ or $R_i^2$ close to $R^2$, i.e. $\{(R^2 - R_0^2)/R^2\} < 0.1$ or $\{(R^2 - R_i^2)/R^2\} < 0.1$, and the corresponding $0.85 \leq k \leq 1.15$ or $0.85 \leq k' \leq 1.15$.

3. Results and discussion

3.1. Steroids dataset

Binding affinities of steroids to corticosteroid binding globulin were taken from [15]. The same two distributions of compounds into the training and test sets as in [15] were used. The first training set included compounds 1–21 and the corresponding test set included compounds 22–31. All 160 $k$NN QSAR models for the training set had $q^2 > 0.5$. They were used to predict activities of the test set compounds. Thus, for each of these models $R^2$ values were obtained. The plot of $R^2$ versus $q^2$ is shown in Fig. 2a. Obviously, this plot indicates no correlation between $q^2$ and $R^2$ but does show several models with high value of $q^2$. The best predictive model was characterized by $q^2 = 0.74$, $R = 0.85$, $R_0^2 = 0.82$, RMSE = 0.04, $F = 49.3$, $k = 0.98$ and $P = 1.1 \times 10^{-4}$ (see Fig. 2b).

The second training set included compounds 1–12 and 23–31, while the corresponding test set included compounds 13–22. All 160 models obtained with these descriptors had $q^2 > 0.5$. They were used to predict activities of the test
set compounds. For each of these models, \( R^2 \) values were obtained. Plot of \( R^2 \) versus \( q^2 \) is shown in Fig. 2c. Similarly to the previous case, no relationship between \( q^2 \) and \( R^2 \) could be found as well. The best model obtained with kNN QSAR approach and non-chiral as well as some chiral descriptors had \( q^2 = 0.82, R = 0.91 \) (\( R^2 = 0.83 \), \( R^2_k = 0.79 \), RMSE = 0.13, \( F = 39.9 \), \( k = 1.01 \) and \( P = 2.29 \times 10^{-4} \) (see Fig. 2d).

Additional calculations were performed with the randomized binding affinities of compounds from the training sets. A total of 160 QSAR models were built for each of the two cases. In the first case, only 18 models had \( q^2 > 0.5 \). The highest \( q^2 \) was 0.72. The highest \( R^2 \) was 0.49. In the second case, 154 models had \( q^2 > 0.5 \). The highest \( q^2 \) was 0.75, and the highest \( R^2 \) was 0.51. These calculations demonstrate that \( q^2 \) could be high even if the affinities of compounds from the training set are randomized. Only the use of external test sets made it possible to establish that all models based on the training set with randomized affinities were useless, since they had low predictive power. Actually, in the absence of the test set calculations, we could have come to a wrong conclusion. The fact that some models based on the training set with randomized affinities were based on the training set with randomized affinities appeared to have high \( q^2 \) values could be explained by a chance correlation or structural redundancy [45]. Another reason of high \( q^2 \) values for randomized data may be the correlation between the real and randomized activities [45]. It is particularly actual for small datasets. In our example, this was not observed. In the first case, the correlation coefficient between real and randomized activity was 0.16, and in the second case, it was 0.01. In summary, the majority of the models with high value of \( q^2 \) had no predictive power as assessed by the (low) predictive \( R^2 \)-value. Only 17 models in the first case and only five models in the second case had predictive \( R^2 > 0.6 \).

3.2. Ecdysteroids

This dataset contained 78 analogs of ecdyson [19]. The \(-\log(ED_{50})\) values for ecdyson and division into the training and test set were taken from [19]. Thorough 2D QSAR studies were performed for this dataset earlier, as the first example to apply our novel chirality descriptors [38,46]. The training set contained 71 compounds. The test set contained seven compounds. One of the best models obtained had the following statistics: \( q^2 = 0.71, R = 0.98 \) (\( R^2 = 0.96 \), \( R^2_k = 0.95 \), RMSE = 0.34, \( F = 110.5 \), \( k = 0.85 \) and \( P = 1.35 \times 10^{-4} \) (Fig. 3a). The total number of descriptors was 300; 158 out of 160 models built using these descriptors had \( q^2 > 0.5 \) Plot of \( q^2 \) versus \( R^2 \) for this example is presented in Fig. 3b.

Additional calculations were performed using randomized training set, and 160 QSAR models were built. The training set for this example was much larger than for Cramer’s steroids. Therefore, the chance correlation and large \( q^2 \) values were less likely for the same number \( D \) of descriptors selected from the whole descriptor set. Indeed, the highest \( q^2 \) for the training set with randomized activities was 0.30. Again, as discussed above for the steroid dataset, without the validation of the models by using the external test set, a wrong conclusion could be made that all 158 models with \( q^2 > 0.5 \) are good. However, only nine models had \( R^2 > 0.6 \).

3.3. Histamine H1 receptor ligands

This dataset included 35 analogs of 1-phenyl-3-amino-1,2,3,4-tetrahydronaphtalenes, 1-phenyl-3-aminotetralins (PATs) and 31 compounds with other structures (non-PATs) [20]. Binding affinities of the compounds to histamine H1 receptor were taken from [20]. The same training set (50 compounds) and test set (16 compounds) as in [20] were used in our calculations. One of the best QSAR models had the following statistics: \( q^2 = 0.69, R = 0.85 \) (\( R^2 = 0.72 \), \( R^2_k = 0.72 \), RMSE = 0.53, \( F = 35.4 \), \( k = 1.02 \), and \( P = 3.5 \times 10^{-5} \) (Fig. 4a). All 160 models built with these descriptors appeared to have \( q^2 > 0.5 \). Therefore, all of them were used to predict binding affinities of compounds from the test set. Plot of \( q^2 \) versus \( R^2 \) for Histamine H1 receptor ligands is shown in Fig. 4b.

![Fig. 3. QSAR modeling of ecdysteroids [19]. (a) Correlation between observed and predicted activity values for the best predictive model for the external test set containing seven compounds. (b) Predictive \( R^2 \) vs. \( q^2 \) for all models with \( q^2 > 0.5 \).](image-url)
1. High value of cross-validated $R^2$ have high predictive power. We formulate the following criteria for a QSAR model to set of compounds that was not used for building the model. A QSAR model can only be estimated using an external test set. If we come to a wrong conclusion about high predictive ability of our models, only one of them had predictive $R^2 > 0.6$. Affinities of compounds in the training set were randomized. QSAR models based on the randomized training set were built. The same parameter values as for calculations with the real training set were used for these calculations and 160 QSAR models were built. For all these models, maximum $q^2$ was 0.43. As in the previous example, without the validation of our QSAR models by using the external test set, we could have come to a wrong conclusion about high predictive ability of all our models. In fact, only one of them appeared to have a relatively high predictive ability.

2. Correlation coefficient $R$ between the predicted and observed activities of compounds from an external test set close to 1. At least one (but better both) of the correlation coefficients for regressions through the origin (predicted versus observed activities, or observed versus predicted activities), i.e. $R^2_0$ or $R^2_0'$ should be close to $R^2$.

3. At least one slope of regression lines through the origin should be close to 1. (It will correspond to $R^2_0$ or $R^2_0'$ that is closer to $R^2$.)

Based on the calculations and analysis presented in this paper, we conclude that despite its wide acceptance, a high value of $q^2$ alone is insufficient criterion for a QSAR model to be highly predictive. This conclusion appears to be a common feature of all QSAR approaches in which the number of descriptors is close to or higher than the number of compounds. Indeed, any procedure for QSAR model development is aimed at the enhancement of $q^2$ rather than predictive power (external $R^2$) of the model. The higher the number of descriptors relative to the number of compounds, the higher is a chance to select those of them (or latent variables in the case of PLS analysis) that give high $q^2$ values. Another reason for overestimating the $q^2$ can be structural redundancy of the training set [45]. In the case of non-linear methods, such as ANN applied in this work, the existence of multiple minima could present an additional problem. Many models could be characterized by high $q^2$, but only few of them are really highly predictive as judged by external validation. That is why the use of an external set of compounds for the model validation is always necessary. We summarize this conclusion in a simple statement: “beware of $q^2$!”.

4. Conclusions

This paper emphasizes that the predictive ability of a QSAR model can only be estimated using an external test set of compounds that was not used for building the model. We formulate the following criteria for a QSAR model to have high predictive power:

1. High value of cross-validated $R^2$ ($q^2$).
2. Correlation coefficient $R$ between the predicted and observed activities of compounds from an external test set close to 1. At least one (but better both) of the correlation coefficients for regressions through the origin (predicted versus observed activities, or observed versus predicted activities), i.e. $R^2_0$ or $R^2_0'$ should be close to $R^2$.
3. At least one slope of regression lines through the origin should be close to 1. (It will correspond to $R^2_0$ or $R^2_0'$ that is closer to $R^2$.)

Based on the calculations and analysis presented in this paper, we conclude that despite its wide acceptance, a high value of $q^2$ alone is insufficient criterion for a QSAR model to be highly predictive. This conclusion appears to be a common feature of all QSAR approaches in which the number of descriptors is close to or higher than the number of compounds. Indeed, any procedure for QSAR model development is aimed at the enhancement of $q^2$ rather than predictive power (external $R^2$) of the model. The higher the number of descriptors relative to the number of compounds, the higher is a chance to select those of them (or latent variables in the case of PLS analysis) that give high $q^2$ values. Another reason for overestimating the $q^2$ can be structural redundancy of the training set [45]. In the case of non-linear methods, such as ANN applied in this work, the existence of multiple minima could present an additional problem. Many models could be characterized by high $q^2$, but only few of them are really highly predictive as judged by external validation. That is why the use of an external set of compounds for the model validation is always necessary. We summarize this conclusion in a simple statement: “beware of $q^2$!”.
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